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A B S T R A C T

The spatiotemporal resolution of Lagrangian particle trajectories captured using Positron Emission Particle
Tracking (PEPT) is difficult to predict prior to experimentation, since this relies on the detector systems, source
activity distribution, and experimental apparatus. However, understanding the limitations of an experiment
is crucial to quantifying error and ensuring that the captured trajectories reveal phenomena of interest in
enough detail for meaningful analysis. These factors are especially important in PEPT experiments since
this technique is applied to image opaque systems lacking optical access for complementary measurement
techniques, such as Particle Image Velocimetry. Using the Monte Carlo simulator Geant4 Application for
Tomographic Emission (GATE), a computational model of the ADAC/Phillips Forte, a detector system used
at the Positron Imaging Centre (PIC) for PEPT studies, is created and validated against experiments testing
the spatial resolution, sensitivity, scatter fraction, and count-rates following National Electronic Manufactures
Association standards. In this work, fluorine-18 sources and experimental geometries are recreated, generating
synthetic data analogous to experimentally acquired data. Over all experiments and activities tested, this GATE
model reports agreement to within 1%–10% of experiments. In the future, this model is expected to be used by
the PIC to conduct feasibility studies of potential experiments. Further, optimization of experiments can now
be conducted without expending the considerable time and resources required for physical experimentation,
representing a major improvement of the PIC’s PEPT modeling capabilities.
. Introduction

Positron Emission Particle Tracking (PEPT) is a technique similar
o Positron Emission Tomography (PET) that has been developed to
tudy opaque systems such as rotating drums, fluidized beds, and other
ndustrial equipment without optical access [1]. A positron-emitting
ubstance is bound chemically or physically to a discrete particle, then
racked as a Lagrangian tracer as it moves within a system [2,3]. This
echnique relies on detecting pairs of annihilation photons emitted by
he tracer particle, using these Lines-of-Response (LORs) to successively
alculate the position of the tracer [4]. Analysis of trajectories reveals
he velocity flow fields, particle residence times, recirculation peri-
ds and other time-averaged behavior used in engineering analysis of
ndustrial equipment [5–8] (see Fig. 1).

Using Monte Carlo simulators such as Geant4 Application for To-
ographic Emission (GATE), it is possible to model the PET systems

n which PEPT experiments are conducted, generating synthetic data
nalogous to real LORs [9,10] [11]. GATE modeled PET systems such as
he Siemens Inveon, Philips Allegro, and the General Electric Discovery
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report agreement with validation experiments to within 1%–10% in
spatial resolution, sensitivity, count-rates, and scatter fraction [12–14].
Additionally, several single-head gamma-cameras such as the Philips
AXIS, GEMS DST Xli, and Millennium VG Hawk-Eye have been modeled
and validated using GATE [15,16]. These models are useful for iterating
through variations of experiments for optimization or testing image
reconstruction algorithms without expending the considerable time and
resources required for physical experimentation.

In this work, GATE is used to model the ADAC/Phillps Forte, a
PET system used for PEPT research at the University of Birmingham
Positron Imaging Centre (PIC). The Monte Carlo model is then validated
by experiments. While this is an older PET system, no validated GATE
models exist to the authors knowledge. Previous to this work, the
performance of real experiments has been difficult to predict since there
is often a complex experimental geometry, a moving source within the
FOV, and a nonlinear response of the detector to the source activity and
energy. For future PEPT experiments at the PIC, this model is expected
to be used for feasibility studies of proposed PEPT experiments by
providing an estimate of the Forte output. Recently, an approach for
ttps://doi.org/10.1016/j.nima.2021.165073
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Fig. 1. PEPT locates a positron-emitting tracer in a dense granular system by calculating the intersection of LORs, generated by detecting pairs of annihilation photons.
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Fig. 2. The Forte can accommodate large experiments for investigation with PEPT due
to its dual-headed geometry. The coordinate system in this work begins in the center
of the FOV.

creating virtual PEPT experiments in GATE has been used which inte-
grates tracer trajectory data from simulations with pre-existing GATE
models of PET systems [17]. GATE simulations coupled to simulated
trajectories produced by multiphysics modeling such as Computational
Fluid Dynamics (CFD) or the Discrete Element Method (DEM) may
prove especially useful, representing a major improvement in the PIC’s
PEPT modeling capabilities. The development of an accurate simulation
model of the ADAC Forte camera will also provide an invaluable testing
ground for the development of new PEPT algorithms (see Fig. 2).

2. Methods

For validating GATE models, a number of approaches have been
used in the past, generally relying on standards published by the Na-
tional Electronics Manufacturers Association (NEMA) [18]. The NEMA
standards describe methods for calculating the true, scattered, and
random coincidences count-rates, as well as the spatial resolution and
sensitivity of PET systems using standard procedures and phantoms.
The performance of PET systems following NEMA standards are usu-
ally provided by the manufacturer, providing a way for customers to
compare the performance of systems in such a way as to not bias one
system over the other, providing a guaranteed level of performance.

In this work, experiments testing the spatial resolution, sensitivity,
scatter fraction, and count-rates of the Forte are conducted following
 w

2

Table 1
Positions of the spatial resolution tracer in the Forte FOV.

X-Position (mm) Y-Position (mm) Z-Position (mm)

0 0 0
0 127.5 0
0 0 95
150 0 0
150 127.5 0
150 0 95

the NEMA standards for data analysis. All experimental phantoms
are replicated in GATE simulations to provide a basis for validation.
The Forte has also been characterized in other work to demonstrate
improved capabilities, replacing a predecessor system used for PEPT
studies at the PIC [19]. This previous characterization provides an
important comparison for the results of this work.

2.1. Spatial resolution

Spatial resolution is the ability to distinguish the position of a
source within the system field of view (FOV). It is reported as the
full-width half-maximum (FWHM) of a source projection created by a
back-projection of LORs taken at the source’s position. In this work, the
axial and transaxial spatial resolution is reported for a small spherical
source in air measured in the FOV at locations prescribed by the NEMA
protocol. For a coordinate system starting at the central point between
the two detector heads separated by 600 mm, the positions of the
source used in this experiment are recorded in Table 1.

When calculating the FWHM, 1,000,000 LORs are used to reduce
statistical uncertainty. The FWHM of each acquisition is determined
by linear interpolation of the projection profile created by single-slice
rebinning of the LORs using 1 mm bins.

𝑅𝑒𝑠𝑇 𝑟𝑎𝑛𝑠𝑎𝑥𝑖𝑎𝑙𝐶𝑒𝑛𝑡𝑒𝑟
= (𝑅𝑒𝑠𝑦𝑥=0,𝑦=0,𝑧=0 + 𝑅𝑒𝑠𝑧𝑥=0,𝑦=0,𝑧=0

+𝑅𝑒𝑠𝑦𝑥=0,𝑦=0,𝑧=95 + 𝑅𝑒𝑠𝑧𝑥=0,𝑦=0,𝑧=95 )∕4 (1)
𝑅𝑒𝑠𝑇 𝑟𝑎𝑛𝑠𝑎𝑥𝑖𝑎𝑙1∕2𝐹𝑂𝑉

= (𝑅𝑒𝑠𝑦𝑥=150,𝑦=127.5,𝑧=0 + 𝑅𝑒𝑠𝑧𝑥=150,𝑦=127.5,𝑧=0

+𝑅𝑒𝑠𝑦𝑥=0,𝑦=127.5,𝑧=0 + 𝑅𝑒𝑠𝑧𝑥=0,𝑦=127.5,𝑧=0 )∕4 (2)

𝑒𝑠𝐴𝑥𝑖𝑎𝑙𝐶𝑒𝑛𝑡𝑒𝑟
= (𝑅𝑒𝑠𝑥𝑥=0,𝑦=0,𝑧=0 + 𝑅𝑒𝑠𝑥𝑥=0,𝑦=0,𝑧=95 )∕2 (3)

𝑒𝑠𝐴𝑥𝑖𝑎𝑙1∕2𝐹𝑂𝑉
= (𝑅𝑒𝑠𝑥𝑥=150,𝑦=0,𝑧=0 + 𝑅𝑒𝑠𝑥𝑥=150,𝑦=0,𝑧=95 )∕2 (4)

The phantom and source used in this experiment is a 0.2 mm diam-
ter anionic exchange resin bead. Anionic exchange beads selectively
bsorb fluorine-18 ions from a solution of water and fluorine-18, volu-
etrically activating the bead with a high activity concentration [20].
fter soaking in the solution for approximately 30 min, a resin bead
as extracted and its activity measured with a well-counter to be
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Fig. 3. Locations of the spatial resolution phantom positions, with exaggerated
hantom size.

pproximately 27.8 MBq ± 0.1. The resin bead was attached to the end
f a 1.5 mm diameter stainless-steel syringe using a UV activated epoxy.
he syringe was taped to a 200 mm long and 5 mm diameter wooden
owel, then placed in the FOV of the detectors.

A GATE model of the spatial resolution phantom and source has
een designed to recreate the experimental geometry. The exact com-
osition of the resin bead is unknown but was modeled as a 0.2 mm
iameter spherical plastic source, encapsulated in a spherical plastic
hantom 2 mm in diameter. This outer sphere represents the UV
ctivated epoxy and provides material for positrons to annihilate near
he source. By the end of the experiments, the source activity decayed
o approximately 19 MBq (see Fig. 3).

The source projections are created using the ‘Voxels’ base-class of
he PEPT Library, an open-source Python library of functions useful
or analyzing PEPT data [21]. Voxels are the 3D equivalent of 2D
ixels. Similar to an image, voxels can be arranged into 3D arrays.
n the context of PEPT experiment, the detected LORs are converted
nto voxel images by finding and increasing the scalar value of the
oxels which are crossed by the line. This process can be repeated with
uccessive LORs, creating a array corresponding to the density of LORs
nd can be visualized by looking at a 2D slice of the 3D voxel array. The
ine-density is the back-projected image of the source used to fit the
WHM (see Fig. 4).

.2. Sensitivity

Sensitivity is the rate of detected coincidences compared to the rate
f positron-annihilation produced by a source. Geometric and intrinsic
actors such as the detector and source positions as well the scintillation
rystal material determine the sensitivity of PET systems, however, at
igh count-rates, the dead-time from electronic pulse processing can re-
trict the number of events able to be recorded. For low activity sources
he rate of detected coincidences, R, is approximately the source activ-

ity, A, multiplied by the geometric efficiency, 𝜀𝑔 , and multiplied by the
square of the intrinsic efficiency, 𝜀𝑖, since both coincident photons must
e detected. The intrinsic efficiency should remain relatively constant
or these experiments but has some dependency on the head separation
nd source position due to the depth of photon interaction [22].

= 𝐴𝜀𝑔𝜀
2
𝑖 (5)

For a centrally located point source in between the two detector
heads separated by a distance S, the geometric efficiency can be de-

ined as the solid angle between the point source and limits of the

3

detector, length L and height H. The geometric efficiency of the Forte
was studied in previous work and an analytical expression derived to
calculate the geometric efficiency for an ideal point source anywhere
in the FOV [23]. This expression transforms the Cartesian coordinates
into spherical coordinates and integrates across the zenith, 𝜙, and
azimuth, 𝜃. Using trigonometric identities, the geometric efficiency can
be expressed solely by integrating the azimuth angle.

𝑑𝜀𝑔 =
sin𝜙𝑑𝜃𝑑𝜙

2𝜋
(6)

𝜃𝑚𝑖𝑛 = arctan
(

max
{𝑆 − 2𝑥
𝐿 − 2𝑧

; 𝑆 + 2𝑥
𝐿 + 2𝑧

})

(7)

𝜃𝑚𝑎𝑥 = 𝜋 − arctan
(

max
{𝑆 − 2𝑥
𝐿 + 2𝑧

; 𝑆 + 2𝑥
𝐿 − 2𝑧

})

(8)

𝜀𝑔 = 1
2𝜋

2
∑

𝑞=1
∫

𝜃𝑚𝑎𝑥

𝜃𝑚𝑖𝑛
(max

{ 𝑆 − 2𝑥
𝐻 + (−1)𝑞2𝑦

; 𝑆 + 2𝑥
𝐻 − (−1)𝑞2𝑦

}2
csc2 𝜃 + 1)−

1
2 𝑑𝜃

(9)

For the Forte, the detector area is 380 mm in length and 510 mm
in height, resulting in a geometric efficiency of approximately 12% for
a head separation of 600 mm. Sensitivity is highest in the center of
the field of view and decreases rapidly as the source moves off-axis.
Additionally, by sampling the geometric efficiency at several points
within the FOV and multiplying by the square of the intrinsic efficiency,
a sensitivity field can be created and visualized (see Fig. 5).

In this work, a directly activated 2 mm glass bead attached to the
end of a long stainless-steel syringe is placed in the center of the FOV
with a detector separation of 600 mm. Since positrons emitted from
fluorine-18 can have a considerable range in air, the peak sensitivity
is found by removing successive layers of shielding from the point
source. The shielding provides material for positrons to annihilate with
an electron, then the expected counts for a bare source in air are found
by extrapolating the shielded count-rates. The parameters 𝐶1 and 𝐶2 are
fitted, so as long as the shielding is of uniform material the attenuation
coefficient is not needed.

𝑅 = 𝐶1𝑒
−𝐶2𝑡 (10)

The activity of the source in these experiments is measured by a
well-counter to be 10.5 MBq ± 0.1, decaying to approximately 8 MBq
when the last shield is placed over the source. The shields are four
150 mm long, 0.75 mm thick stainless-steel tubes of increasing diam-
eter placed over the point source. For each measurement 1,000,000
LORs are used to reduce statistical uncertainty. Using a value of 24% for
the intrinsic efficiency the expected sensitivity of the Forte at 600 mm
is 6.49 kHz/MBq.

2.3. Scatter fraction and count-rates

All LORs acquired by PET systems are either true, scattered or
random. The scatter fraction is the fraction of detected coincidences
in which one or both rays undergo scattering. This corrupts the LORs,
since they no longer pass through the point of positron-annihilation.
As the experimental system of interest becomes denser, more rays
are scattered, reducing the maximum achievable true LOR count-rate.
In addition to scattered coincidences, two unrelated events can be
detected and associated as a coincidence if they occur within the
coincidence window. At high count-rates, random LORs can constitute
a large fraction of the total LORs since they scale with the square of
the singles rate, S [24].

𝑅𝑇 𝑜𝑡𝑎𝑙 = 𝑅𝑇 𝑟𝑢𝑒 + 𝑅𝑆𝑐𝑎𝑡𝑡𝑒𝑟𝑒𝑑 + 𝑅𝑅𝑎𝑛𝑑𝑜𝑚 (11)

𝑅𝑅𝑎𝑛𝑑𝑜𝑚 = 2𝜏𝑆2 (12)

To measure the scatter fraction, the scattered LORs must be ex-
tracted from the true and random LORs. NEMA describes an experiment
using a line source inserted into a high-density polyethylene (HDPE)

phantom as the basis for calculating the scatter fraction and count-rates.
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Fig. 4. Left: 2D slice of the 3D voxel array for a source near the center of the FOV. Both the Axial and Transaxial spatial resolutions are visible. Each voxel edge is 1 mm. Right:
1D back-projection of the experimental and GATE simulated spatial resolution phantom at the central position of the Forte FOV.
Fig. 5. 3D Total Sensitivity field of the Forte at a head separation of 600 mm.

owever, due to the unavailability of specialized NEMA compliant
hantoms, other phantoms are used in their place. As reported by
thers, the non-standard phantoms can be used in place of NEMA
hantoms with little effect on the overall results [25,26]. For the
urposes of this work, any phantom could be used, since the objective
s to create a validated GATE model, as opposed to a performing quality
ssessment of the Forte. A smaller cylindrical HDPE phantom is used in
his work and the NEMA methods applied. This phantom has an outside
iameter of 50 mm and length 120 mm, with an internal cylindrical
avity of diameter 10 mm and length 100 mm. The phantom is filled
ith approximately 100 MBq of fluorine-18 well-mixed with water at

he start of the experiment then imaged over several half-lives. The
ead separation is set to 445 mm.

When imaging this source using single-slice rebinning, the true,
cattered, and random LORs can be isolated by following the NEMA
rotocol. The true LORs are all contained within the 40 mm strip
entered on the maximum pixel with all other counts outside this strip
eing scattered or random. To remove scattered and random counts
ithin the 40 mm strip, the pixel intensities on the edges of this strip
re linearly interpolated and subtracted, leaving only the true LORs.
he random LORs can be further extracted using a random coincidence
stimate, however, for simplicity, the scatter fraction in this work is
eported as the ratio of scattered and random LORs acquired during the
owest activity run. In this way, the random contribution is minimal.

𝑆𝑐𝑎𝑡𝑡𝑒𝑟 = 𝑅𝑇 𝑜𝑡𝑎𝑙 − 𝑅𝑇 𝑟𝑢𝑒 (13)

𝐹 = 𝑅𝑆𝑐𝑎𝑡𝑡𝑒𝑟∕𝑅𝑇 𝑜𝑡𝑎𝑙 (14)
4

In addition to the true, scattered, and random count-rates, the
Noise Equivalent count-rate (NEC) is computed as the square of the
true counts divided by the total number of counts. The NEC has
little relationship to actual noise, but rather provides a measure of
relative count-rate contributions from true, scattered, and random co-
incidences. It is commonly used as a figure of merit for comparing PET
systems [27].

𝑁𝐸𝐶 = 𝑅2
𝑇 𝑟𝑢𝑒∕𝑅𝑇 𝑜𝑡𝑎𝑙 (15)

2.4. GATE model

GATE is a Monte Carlo simulator based on Geant4 libraries, de-
signed for the simulation of PET scanners and other medical imaging
devices [28]. The geometry of detectors and experiments can be created
using simple shapes or geometries imported from mesh files, meaning
a wide range of systems can be modeled. Further, the affects of
signal-processing can be emulated using GATE, including the energy
resolution of scintillation crystals, energy windows for accepting
events, coincidence timing windows, time-resolution of recorded
events, and dead-time of the PMTs. Accurate modeling of signal-
processing is crucial for replicating realistic detector response over a
wide-range of activities since the energy response and count-rates in
real systems are greatly affected by these processes [29].

In this work, the geometric model of the Forte is informed by
design drawings provided by the manufacturer, measurements taken
at the PIC. The Forte possesses a wide-area NaI scintillation crys-
tal of dimensions 590 x 470 x 16 mm, optically coupled to a glass
light-guide. This component is considered the sensitive detector in
the GATE simulation, the volume in which events are detected. Ad-
ditionally, an aluminum gantry ring, aluminum casing around the
detector heads, and lead shielding are added since these components
will contribute significantly to the overall scatter. Further add to the
geometric model, a generalized back-compartment corresponding to
the ‘intermediate complexity’ back-compartment described by Rault
et al. is added to account for scattering within the PMTs and inter-
nal electronics [30]. An accurate back-compartment is needed when
modeling photons over 300 keV since these rays can pass through the
relatively thin scintillation crystal and back-scatter, contaminating the
energy spectrum (see Fig. 6)

The signal-processing of the Forte, referred to as the digitizer, is
informed by previously published work using the Forte and experiments
conducted in this work [19]. The energy resolution is reported to be
approximately 14% at 511 keV for moderate count-rates. When used for
PEPT, a 50% energy window of 350–650 keV is applied to discard the
majority of scattered rays, while maintaining high coincidence rates.
The detector is operated in coincidence with a window of 15 ns and
reported time resolution of 15 ns. Additionally, only pulses from the
central 510 x 380 mm area of the detector crystal are accepted. When

the pulses falling outside this range are rejected for a central point



M. Herald, T. Wheldon and C. Windows-Yule Nuclear Inst. and Methods in Physics Research, A 993 (2021) 165073
Fig. 6. GATE model of the Forte. NaI crystal (green, red outline), glass lightguide
(blue), PMTs (yellow), electronics (gray), Al casing and Pb shielding (gray box outline),
Al ring (gray ring outline), plastic front cover (white outline). (For interpretation of
the references to color in this figure legend, the reader is referred to the web version
of this article.)

source, the count-rate is reduced by 20%–30%, determined by the
geometric efficiency. This effect is added in post-processing of the GATE
generated LORs by rejecting LORs falling outside the active area.

Another consideration for the GATE model is the amount of spatial
blurring to apply to the detected LORs. This blurring refers to an
applied random movement in each position component of the detected
LOR. The fluctuation in position follows a normal distribution with
an FWHM set by the user. GATE simulation results will generally
report a better spatial resolution than experimental measurements if
spatial blurring is not simulated [31]. To investigate this effect, an
additional series of simulations are conducted with the spatial blurring
module activated in the digitizer. It is unknown how much additional
spatial blurring is needed to recreate experimental results, so 3, 5, and
7 mm blurring are investigated and the best fit to experimental data is
selected.

Additionally, the digitizer settings are crucial for accurate
dead-time emulation. When a photon interaction triggers detector to
convert the light generated by the scintillation crystal into an elec-
tronic pulse, dead-time occurs during which the detector is unable
to accept a new pulse and other pulses may ‘pile-up’, being detected
as a single pulse or simply lost [32]. A wide range of models have
been proposed to account for this effect in PET systems including
paralyzable, non-paralyzable, and hybrid models [33]. These models
refer to the behavior of the dead-time, describing whether new pulses
occurring during the dead-time extend the dead-time (paralyzable), do
not extend the dead-time (non-paralyzable), or cause some mixture of
the two behaviors (hybrid). The dead-time of the Forte is considered to
have a hybrid dead-time, since each pixel is paralyzable, however, the
recording of LORs is a non-paralyzable process.

Complicating the addition of dead-time in this GATE model is the
need to account for the pseudo-independent zones of the scintillation
crystal. When a scintillation event occurs, approximately only 6–7
individual photomultiplier tubes are activated out of an array of 55
on each head. The position of photon interaction is then calculated
as the energy-centroid of the light collected by these PMTs, referred
to as Anger logic [34]. To model these pseudo-independent zones, in
5

Table 2
Forte geometry description.

Geometric Model Values

Detector dimensions 590 × 470 × 16 mm
Useful detector area 510 × 380 mm
Dual-Head separation 250–800 mm
Detector crystal Sodium Iodide
Number of pixels 9

Table 3
Forte digitizer description.

Digitizer model Values

Coincidence window 15 ns
Time resolution 15 ns
Paralyzable Dead-Time per pixel 1.15 μs
Non-Paralyzable Dead-Time 1.15 μs
Energy resolution at 511 keV 14%
Energy window 350–650 keV (50% Photopeak)
Intrinsic efficiency 24%

Table 4
Experimental and simulated phantom characteristics.

Characteristic Spatial Sensitivity Scatter and
resolution Count-Rates

Material Resin, Plastic,
Stainless-steel,
Wood

Glass, Stainless-steel HDPE, Water

Dimensions 0.2 mm diameter
resin bead,
1.5 mm diameter
syringe, dowel
200 mm length

2 mm diameter bead,
0.75 mm thickness
shield, 150 mm length

120 mm height,
50 mm diameter,
12 mm inner
diameter, 100 mm
inner height

Head Separation 600 mm 600 mm 445 mm

Initial Activity 27.8 MBq 10 MBq 100 MBq

lieu of not applying Anger logic directly, 9 pixels are used, arranged
in a 3 × 3 array, since this the closest approximation of the area
covering 6–7 PMTs. The dead-time per pixel is determined to be 1.15
μs by fitting the GATE produced count-rate curves to previously pub-
lished data and an independent count-rate experiment conducted in this
work [19]. This value disagrees with the published value of 170 ns for
the non-paralyzable model described by Parker et al. but is closer to
the manufacturer specification 1.3 μs, though it is not known how the
manufacturer’s value was derived. The non-paralyzable dead-time is
also set to 1.15 μs (see Tables 2 and 3).

Next, the phantom and source geometries must be described. Three
geometries are used for these experiments: an activated resin bead,
coated in epoxy on the end of a hollow stainless-steel syringe,
stainless steel cylinders placed over the point source, and a
high-density polyethylene (HDPE) cylinder filled with water well-mixed
with fluorine-18. These are the spatial resolution phantom, sensitivity
phantom, and scatter fraction phantom, respectively. These phantoms
are described in detail in the sections above (see Fig. 7, Table 4).

3. Results

3.1. Spatial resolution

The experimental spatial resolution phantom in the center of the
FOV of the Forte produces a central axial FWHM of 16.28 mm and
transaxial FWHM of 5.39 mm. The spatial resolution was also measured
at 1/2 FOV. The 1/2 FOV axial and transaxial FWHM are measured
to be 19.62 mm and 5.13, respectively. Compared to the experiment,
the GATE simulation without spatial blurring underpredicts the FWHM



M. Herald, T. Wheldon and C. Windows-Yule Nuclear Inst. and Methods in Physics Research, A 993 (2021) 165073
Fig. 7. The side view of the spatial resolution phantom (left), top down view of the sensitivity phantom (center), and cut-away view of the scatter fraction and count-rates phantom
(right).
d

a
a
1
a

Fig. 8. The amount of spatial blurring applied to the GATE simulated LORs was varied
and compared to the experimentally determined spatial resolution of the Forte.

in both the axial and axial directions, indicating that spatial blurring
is required. The 2.5, 5, and 7.5 mm spatial blurring simulations were
compared, with the 5 mm blurring GATE simulation agreeing best with
the experiment, though still under-predicting the transaxial FWHM. In
previous work, the Forte was measured to have an transaxial spatial
resolution of approximately 6 mm by fitting 1D a Gaussian function to
a point source profile in air [19]. The measurements in this work vary,
but are consistent with this value (see Fig. 8, Table 5).

3.2. Sensitivity

Comparing the results of the sensitivity experiment, the experimen-
tal sensitivity of the Forte is measured to be approximately 6.76 kHz/
MBq, whereas the simulated sensitivity is reported to be 6.42 kHz/MBq.
This translates into a −5.03% error between the experiment and sim-
ulation. The predicted theoretical sensitivity based on the geometric
and intrinsic efficiencies, is approximately 6.49 kHz/MBq, showing
agreement between theory, experiment, and simulation (see Fig. 9).

Further, the linear attenuation coefficient of the shielding in the
experiment, calculated by fitting the count-rates, is 0.105 mm-1 com-
pared to simulated value of 0.097 mm-1, representing a −7.62% error.
When the shielding is present the experiment and simulation agree
well, however, when the source is imaged without shielding, the count-
rates between the experiment and simulate vary significantly. This

discrepancy is addressed in the discussion section. t

6

Fig. 9. Measured and extrapolated counts of the sensitivity experiment, showing close
agreement when shielding is present and poor agreement for a bare source.

Table 5
Experimental and simulated spatial resolution results.

Spatial resolution Experiment 0 mm 5 mm
Blurring Blurring

Central axial (mm) 14.680 10.965 13.294
Central transaxial (mm) 5.567 3.159 5.675
1/2 FOV axial (mm) 17.217 13.368 16.904
1/2 FOV transaxial (mm) 4.941 2.871 5.477

3.3. Scatter fraction and count-rates

The scatter fraction of the experiment and simulation in the lowest
activity acquisition show relatively good agreement, however the ex-
periment reports a slightly higher scatter fraction than the simulation.
The experimental measured scatter fraction is approximately 0.167,
compared to the simulated value of approximately 0.155, representing
a −7.19% error. Over 1–100 MBq, simulated scatter and random frac-
tion continue to agree, though at high source activities the scattered
plus random and true fraction begin to diverge, with a maximum error
of −14.21% at 100 MBq, possible reasons for this are covered in the
iscussion (see Fig. 10).

Further, the results of the count-rate experiment and simulation
re in good agreement, with the total, true, scattered plus random,
nd NEC count-rates differing by less than 10% over the range of 1–
00 MBq. The total and true count-rates perform particularly well, with
n average error of 2.87% and 6.04%, respectively over the range of
ested activities. The peak true coincidence rate of the experiment is
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Fig. 10. The true LORs and scattered plus random LORs for the simulation and
experiments.

Fig. 11. Results of the count-rate experiment with the total (black), true (blue),
cattered plus random (orange), and NEC (green) rates for both the experiment and
imulation. (For interpretation of the references to color in this figure legend, the reader
s referred to the web version of this article.)

0.3 kHz at 21.4 MBq compared to the simulated values of 48.5 kHz at
1.4 MBq. Additionally, the peak experimental NEC rate of 32.1 kHz
ccurs at 13.2 MBq compared to the simulated values of 29.6 kHz at
4.2 MBq, showing close agreement (see Fig. 11).

. Discussion

The spatial resolution of the GATE simulation without added spa-
ial blurring is considerably higher than what was measured in the
xperiment, demonstrating that the spatial blurring module is needed
o degrade the resolution of detected LORs in order to match the exper-
mental data. Accurate replication of the spatial resolution is important
or simulating PEPT experiments since it will affect the fidelity of
econstructed trajectories, distorting the tracked position of source and
an introduce spurious tracer velocities. For the Forte, approximately
mm of spatial blurring is required at activities around 20 MBq. It is

xpected that at lower activities the amount of spatial blurring can be
ecreased, but more experiments are needed to confirm this.

The sensitivity simulation agrees with experiment in both the over-
ll sensitivity of Forte, as well as the calculated linear attenuation
7

Table 6
Results from the validation experiments conducted in this work.

Validation
characteristic

Percent error (%) Count-Rate Absolute percent
error (%)

Central axial 9.44 – –
Central transaxial −1.90 – –
1/2 FOV axial 1.82 Total 2.87
1/2 FOV transaxial −9.79 True 4.59
Sensitivity −5.03 Corrupted 8.08
Scatter fraction −7.19 NEC 10.18

coefficient of the stainless-steel shielding. In previous work using the
Forte, intrinsic efficiency is reported to be 23%, though a value of 24%
appears to match this work better. While the theoretical, experimental,
and simulated sensitivity are in good agreement, the counts for the
unshielded source in the simulation do not agree, introducing a dis-
crepancy. One reason for this could be differences in the air definition
of the simulation compared to the actual conditions on the day of
the experiment. The range of positrons emitted in diffuse media, such
as air, can travel considerable distances before annihilating with an
electron [35]. The density of air in GATE is 1.29 kg/m3, however,
the density of air is sensitive to both temperature and humidity which
can affect the positron range. This is likely the source of error for this
case, but differences between the source geometry or activity in the
simulation could also be responsible.

The scatter fraction and count-rate experiment and simulation at
low count-rates are at low and moderate activities are in good agree-
ment, demonstrating that the source and geometric definitions are
accurate since these are main contributors to the count-rates in these
cases. At high activities the scattered and random counts diverge,
with a maximum error of −14.21% at 100 MBq, which could indicate
inaccuracies in the digitizer model or the pixelated detector crystal.
Since crosstalk between the crystals or afterglow caused by defective
crystals are not explicitly simulated, at high count rates these effects
may introduce excessive error in positioning the point of interaction
of photons [36]. This could explain why the total count-rate remains
accurate, while the scatter and random count-rate is higher in the
experiment than the simulation. However, this discrepancy is not signif-
icant since PEPT experiments using the Forte rarely use source activities
where this would become an issue.

5. Conclusions

In this work, three experiments were conducted to validate a GATE
model of the Forte, testing the spatial resolution, sensitivity, the scatter
fraction, and count-rates. Overall, this GATE model agrees with experi-
ment to within approximately 10% over all experiments and activities,
consistent with values reported of other systems modeled using GATE
(see Table 6).

Spatial resolution, sensitivity, scatter fraction, and count-rates are
characteristics of interest in predicting the performance of PEPT ex-
periments. By using realistic phantoms descriptions, this model has
been shown to generate synthetic LORs from replicated experimental
conditions. This is useful since a balance between the quantity and
quality of LORs is desired in PEPT experiments. High count-rates are
needed to create sufficient temporal resolution or tracers along their
trajectory, however, increasing the source activity can result in poor
count-rates due to excessive dead-time. Additionally, the fraction of
corrupted events also increases at high count-rates, degrading spatial
resolution of reconstructed trajectories.

Combined with the DEM simulation capabilities of the PIC, this
GATE model has the potential to resolve several outstanding ques-
tions pertaining to the optimization of PEPT experiments. What is the
source activity for a given experiment that will return the highest
true LOR count-rates? How much material can annihilation photons
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penetrate without being excessively corrupted by scattering? Can the
spatiotemporal resolution of trajectories be improved by changing the
detector geometry or digitizer settings? These questions can now be
systematically investigated using Monte Carlo simulations without ex-
pending considerable time using the Forte, which is often constantly
in use by researchers and companies conducting PEPT experiments.
For proposed experiments, this model can also be used for feasibility
studies, ensuring that the expected tracer velocities can be tracked or
that the experimental apparatus will not introduce excessive scattering,
representing a major improvement in PEPT modeling by the PIC.
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